Prediction of Ultimate Moment Capacity of Steel-Concrete Composite Beams Using Artificial Neural Networks
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Abstract: The paper deals with neural networks identification of ultimate moment capacity of steel-concrete composite beams on base of experimental results. Basic information on artificial neural networks and its parameters suitable for analysis of experimental results are given. Two types of neural network algorithms are used. Results of identification are reported. The results show that artificial neural networks are highly suitable for assessing the ultimate moment capacity of composite section. The proposed neural network was also used to explore the effect of the various parameters on the behaviour of composite beams.

Introduction

The steel-concrete composite beams define a system consisting of steel beam, on top of which a concrete slab is cast. The interaction between concrete slab and steel beam is accomplished by means of mechanical devices called shear connectors Fig.(1). For design purposes, a single steel beam is assumed to act compositely with an effective width of the concrete slab, which is limited by the influence of shear lag [1]. Many recent codes (like
BS 5950-1990) of practice permit ultimate load design in which the calculation of the ultimate moment of resistance is based on the assumption of simple rectangular compressive stress blocks within the top concrete slabs. The required number of shear connectors is calculated simply by equating the total ultimate design shear capacity of shear connectors between sections of zero and maximum moment to the horizontal force that to be transmitted at failure [1].

![Composite T-beam](image)

**Fig. (1) Composite T-beam**


In all previous works the analysis of composite beams were based on mathematical models which are complex for practical use. In this paper an attempt is made to use an alternative approach known as artificial neural network in which no mathematical model is required to analyze composite beams. Artificial neural networks are useful computing systems which can be trained to produce expected results from specified input data. The trained network can then be used indefinitely to produce results from fresh data not seen during the training phase. An artificial neural network has found wide application in all fields of science including structural engineering. The first application of neural network in structural engineering goes back only to the end 1980. Since then wide range of

**Artificial Neural Network**

An artificial neural network can be represented as a simplified model of the nervous system. It consists of highly interacted simple processing elements [11]. The elements are called artificial neurons or nodes. The structure of artificial neural networks is as a rule, layered. Three functional groups can be distinguished in the artificial neural network. The set of input nodes that receives information from external sources and sends signals to the subsequent layers is called input layer. The set of output nodes that receive processed information and sends output signals is called output layer. Other layer(s) that receive(s) information from input layer and processes them in a hidden way to output layer is (are) called hidden layer(s) as shown in Fig.(2). The lines in the diagram between the nodes indicate the flow of information from one node to next. This particular type of neural network known as feedforward neural network, the information flows only from input to output (that is, from left to right). Normally input and output layers have number of nodes equal to the number of input and output variables correspondingly, and the number of hidden layer(s) and number of nodes in hidden layer(s) depends upon the complexity of problem [12].

A model of the artificial neuron is shown in Fig.(3). The model includes $n$ inputs, one output, a summation block, and an activation block.

The network can be trained for different types of function. The training process requires a set of data. The total data are divided into two groups; training data, and testing data. The training data are used to train the network to find the relationship between the input and output parameters [12].
The neural networks interpolate data very well, but the extrapolation of data has not the same confidence. Therefore, the training data should be selected in such a way that it includes data from all regions of interest. After training network, an important aspect of developing neural networks is determining how well the network performs. Checking the performance of a trained network involves two main criteria; first run the network by using the training data to see whether the network produces good approximation to the known output for these data. Second, evaluating the network performance for a set of testing data that were not used in the training phase but desired outputs are available for comparison between the network output and the desired output. This property of network is called generalization. The number of testing data are taken randomly as (20%) of total data [12].

**Model Development and Optimization**

A number of factors has an influence on the performance of the neural network, which can be described as the speed of learning and the generalization capacities of neural networks. In the following, several main factors are discussed in detail.

1) **Training Algorithm**

There are different optimization techniques to be used in the training of neural networks. They have a variety of computation and storage requirements, and no one is best suited to all locations. In the following, the outlines of the two training optimization techniques that are used for building the neural network are defined[13]:

i) Steepest Descent with Momentum (GDM)

The standard backpropagation algorithm implements the steepest descent method (also called the gradient descent method). At each step of the steepest descent method the weights are adjusted in the direction in which the error function decreases most rapidly.

ii) Resilient Backpropagation (RPROP)

Resilient backpropagation is high performance algorithms that can converge from ten to one hundred times...
faster than the algorithms discussed previously. In this algorithm only the sign of the derivative is used to determine the direction of the weight update, the magnitude of the derivative has no effect on the weight update.

(2) Pre-Processing and Post-Processing of Data

Data scaling is another essential step for network training. The network can be more speedy and efficient if the input and target are scaled to fall in specific range. The training is impale if the problem region is relatively narrow in some dimensions and elongated in others [14]. Moreover, the sigmoid (logsig, tansig) transfer function is usually used within the network, and upper and lower limits of output from these functions are (0 to 1, -1 to +1) respectively. Three normalization methods are used in this study.

i) Maximum and minimum method

\[ p_n = 2 \frac{p - p_{\text{min}}}{p_{\text{max}} - p_{\text{min}}} - 1 \]

where, \( p_n \) is scale of the variable \( p \), and \( p_{\text{min}}, p_{\text{max}} \) are minimum and maximum values of the variable \( p \), respectively, [13].

ii) Mean and standard deviation method

\[ p_n = \frac{p - p_{\text{mean}}}{p_{\text{std}}} \]

where:

\[ p_{\text{mean}} = \frac{1}{z} \sum_{i=1}^{z} p_i \]

\[ p_{\text{std}} = \left( \frac{1}{z-1} \sum_{i=1}^{z} (p_i - p_{\text{mean}})^2 \right)^{\frac{1}{2}} \]

\( z \): number of training data [13].

iii) A simple linear normalization method

\[ p_n = 0.2 + 0.6 \frac{p - p_{\text{min}}}{p_{\text{max}} - p_{\text{min}}} \] for input values

\[ t_n = \left( \frac{t}{10^g} \right)^{\frac{1}{2}} + k \] for output values

where, \( t \): target , \( t_n \): scale of variable \( t \), \( k \): is a constant between 0.25 to -0.25 used to insure that the value of output fall between 0.2 to 0.8, and \( g \): is the number of digit of integer value. Values of \( k \) and \( g \) used in this study are 0.08 and 3, respectively.

(3) Initializing Weight Factor

Prior to training a neural network, initial values for the weights, between the nodes of the various layers must be set. Typically, the weight factors are initialized to small and random values by using either Random or Widro-hoff method. When the nodes are connected by a large weight value, the neural network might become paralyzed [15]. This phenomenon occurs since, at the high output values corresponding to the high weight value, the derivative of the transfer function approaches zero, and accordingly the
weight change approaches to zero. Thus, the training of neural networks approaches to a halt.

(4) Learning Rate (α) and Momentum Coefficient (mc)

The learning rate and the momentum coefficient are two important parameters that control the effectiveness of the training algorithm. When using the steepest descent algorithm with momentum (GDM), the network performance can be improved by finding optimal values for learning rate (α) and the momentum coefficient (mc).

Application of Neural Network Model to Composite Beams:-

1) Simply Supported Beams Under Sagging Bending Moment

The standard backpropagation neural network with momentum is firstly used to determine the ultimate capacity of simply supported composite beams under sagging moments.

The method of trial and error was carried out to define the configuration of artificial neural network.

The nodes in input and output layers are usually determined by the engineering problem requirement. In this study the dimensions and properties of concrete and steel are chosen as the components of input vector. The component of output vector is only ultimate moment capacity. The input vector contains:

for concrete \( b_c, t_c, f_c \)
for steel \( A_s, f_y, d \)

where, \( b_c \) is total concrete slab width, \( t_c \) is thickness of concrete slab, \( f_c \) is cylinder compressive strength, \( A_s \) is steel section area, \( f_y \) is steel yielding stress, and \( d \) is the total depth of steel section.

The three mentioned above normalization methods are used in this study. The performance of the network for both training and testing is shown in Fig.(4). From this figure it is found that the normalization by using Max. and Min. method gives best performance than the other one. The system being modeled is available so that in this study different initialization functions are used: Widro-Hoff initialization function, Random initialization function with ranges \([(-1 to 1), (-0.75 to 0.75), (-0.5 to 0.5), and (-0.25 to 0.25)]\), and zero initialization function. Figure (5) shows the effect of these initialization functions on performance of the network. The Widro-Hoff function gives better performance than other functions.
The number of hidden layers and number of nodes in each hidden layer depend on the network application. Although using a single hidden layer is sufficient in solving many functional approximation problems, some problems might be easier to solve with a two-hidden layer. So that in the present study the network is trained with one and two hidden layer(s). Eighty six data sets are used with the steep descent and momentum rule for learning rate of 0.3 and momentum coefficient of 0.5. The transfer functions used are [tansig, pureline] for the network with one hidden layer and [tansig, purelin, purelin] for the neural network with two hidden layers. Figures (6) and (7) show the performance of the network with one and two hidden layers, respectively for both training and testing.

The optimal configuration having minimum a verge square error is 6:4 (i.e. with 6 nodes in first hidden layer and 4 nodes in second hidden layer) and the configuration of this network is shown in Fig.(8).

Effects of the learning rate (α) and the momentum coefficient (mc) on the behaviour of neural network is studied by using combinations of (α) [from 0.1 to 1.0 with a step of 0.1] and
(mc) [from 0.0 to 0.9 with a step of 0.1]. Each combination is trained with the selected network (two hidden layers 6-4) and with the same set of data, to 2000 epochs. Training results are shown in Table (1). From this table it can be seen that the momentum rate (from 0 to 0.7) improves the convergence of results in training process (i.e. decreasing the time of convergence). But for α=0.1 and 0.2 the effect of (mc) is very small. In addition, the learning rate has a considerable effect on convergence of results. If it's high the algorithm may oscillate and become unstable. On other hand if it's small the algorithm will take a long time to converge. Table (1) shows that the effective values of learning rate and momentum coefficient are 0.3 and 0.7 respectively.

The relationship between the target (experimental) values and the output of neural network is shown in Figs.(9) and (10) for training and testing data respectively. In figures, outputs are plotted versus the targets as open circles. The broken line indicates the best line fit and the solid line indicates the perfect fit (output equals target).

The results show that the neural network correctly maps the training data and correctly identifies the testing data. This is evidenced by the fact that the broken line lie closely to solid line as well as by the high correlation coefficient (r) values.

Since the sigmoid activation functions are characterized by the fact that their slop approaches zero as the input becomes large, this may cause a problem when using the steepest descent algorithm to training a neural network. The gradient can have a very small magnitude, and therefore causes small changes in weight. Therefore, resilient backpropagation
(RPROP) algorithm is used to eliminate these harmful effects and improve the performance of network. To make a comparison, the same training and testing sets are treated with the resilient algorithm as they are previously treated by (GDM). Compared to the (GDM), the RPROP produce a smaller mean square error (MSE) for the two phases training and testing as shown in Fig. (11). The comparison between the results of both algorithms related to the performance of neural network is summarized in Table (2).

Table (1) Mean square error (MSE) for the network with different learning rates and momentum coefficients

<table>
<thead>
<tr>
<th>earning Rate (a)</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.0035</td>
<td>0.00345</td>
<td>0.00346</td>
<td>0.00345</td>
<td>0.00343</td>
<td>0.00346</td>
<td>0.00337</td>
<td>0.00338</td>
<td>0.00554</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.00245</td>
<td>0.00244</td>
<td>0.00243</td>
<td>0.00242</td>
<td>0.0024</td>
<td>0.00239</td>
<td>0.00237</td>
<td>0.00238</td>
<td>0.004</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.00204</td>
<td>0.00193</td>
<td>0.00185</td>
<td>0.00174</td>
<td>0.00169</td>
<td>0.00163</td>
<td>0.00154</td>
<td>0.00205</td>
<td>0.00263</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.00354</td>
<td>0.00274</td>
<td>0.00244</td>
<td>0.00206</td>
<td>0.00194</td>
<td>0.00137</td>
<td>0.0018</td>
<td>0.00175</td>
<td>0.00334</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.0047</td>
<td>0.0040</td>
<td>0.0035</td>
<td>0.0030</td>
<td>0.00234</td>
<td>0.00226</td>
<td>0.00184</td>
<td>0.00174</td>
<td>0.0022</td>
<td>0.003</td>
</tr>
<tr>
<td>0.6</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>0.0045</td>
<td>0.0041</td>
<td>0.00384</td>
<td>0.0034</td>
<td>0.00554</td>
<td>0.00625</td>
</tr>
<tr>
<td>0.7</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>0.8</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>0.9</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
</tbody>
</table>

Table (2) Performance of network for two different algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Epochs</th>
<th>MSE training</th>
<th>MSE testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDM</td>
<td>2000</td>
<td>0.00154</td>
<td>0.00198</td>
</tr>
<tr>
<td>RPROP</td>
<td>456</td>
<td>0.0009</td>
<td>0.00099</td>
</tr>
</tbody>
</table>

Fig.(9) Output versus target for training data

Fig.(10) Output versus target for testing data
Thus from the above analysis the network (6:4) topology with transfer function \( [\text{tansig, purelin, purelin}] \) with (RPROP) can be used to determine the ultimate moment capacity of composite section.

**Parametric Study**

Since the neural network is capable to generalization, parametric study can be carried out to evaluate the effect of variation of input parameters on the behaviour of composite beams. The results are shown in Figs. (12) to (14).

1. **Simply Supported Composite Beams Under sagging Moments**

   Figure (12) shows the variation of the ultimate moment capacity with the variation of concrete slab compressive strength \((f_c)\). This figure indicates that the ultimate moment capacity increases with the increase of \((f_c)\).

   Figure (13) shows the variation of ultimate moment capacity with yielding stress, \(f_y\) of the steel I-beam. The figure illustrates that the yield stress has an influence on the ultimate moment capacity. It increases as the yield stress increases.

   Slab dimensions also affect the beam behaviour. The slab thickness has a marked effect on the beam strength but the slab width is less effective. Fig.(14) illustrates the effect of slab thickness on the ultimate moment capacity. Beam with deeper concrete slab have higher ultimate capacity. A small increase in ultimate moment capacity of composite beams occurs with increasing width of concrete slab. This can be seen in Fig.(15).
When taking the effect of strain-hardening of steel beam by adding strain-hardening modulus \(E_{sh}\) to input parameters the \(MSE\) reduces from 0.00099 to 0.0006 with a new topology consisting of 9 and 4 nodes in first and second hidden layer respectively. Accordingly, the proposed model with the inclusion of strain hardening of steel gives better convergence to the experimental results.

(2) Simply Supported Composite Beams Under Hogging Moments

The backpropagation neural network is also used to investigate the behaviour of simply supported composite beams under hogging moments by calculating their ultimate moment capacity. The eight input parameters are: Slab longitudinal reinforcement \(A_r\), yielding stress of longitudinal reinforcement \(f_{yk}\), distance from centroid of longitudinal reinforcement to top steel flange \(d_s\), width of steel flange \(b_f\), thickness of steel flange \(t_f\), depth of web \(d_w\), thickness of web \(t_w\), yielding stress of...
steel section ($f_y$). The output parameter is the ultimate hogging moment capacity. The neural network model is trained based on the experimental results.

Networks with both one and two hidden layers (and varying number of nodes in each layer) are investigated. From this investigation the best topology is found to be the one with (6) and (5) nodes in the first and second hidden layers, respectively (i.e. a 8-6-5-1 topology). It produces a minimum MSE, therefore this topology is used in this part of study. Figure (16) shows the convergence history of this neural network with the resilient backpropagation training algorithm and (tansig, purelin, purelin) activation functions. The suitability of this neural network model is tested by comparing the target (experimental) value and the output of the neural network for both training and testing data, respectively. The results show that the neural network correctly maps the training data and correctly identifies the testing data.

The proposed network is used to investigate the effectiveness of the slab longitudinal reinforcement on behaviour of the composite beam as shown in Fig.(17) where the increase of the slab longitudinal reinforcement leads to an increase in the moment capacity.

Figure (18) shows the effect of the yielding stress $f_y$ of steel section. This figure shows that the ultimate moment capacity increases with increasing of $f_y$. 
Conclusions

1) The neural network model has been proved to be very effective in the analysis of composite beams.

2) The Max. Min. normalization method, Widro-Hoff initialization weight, and [tansig, purelin, purelin] transfer functions are found to give best performance for both training and testing phases.

3) When using (GDM) algorithm the convergence of the training process becomes more effective with learning rate and momentum coefficient of 0.3 and 0.7, respectively.

4) The neural network trained with the RPROP algorithm exhibits better behaviour than that trained with the GDM algorithm. This is characterized by reducing training time by 77.2% and better mapping of the neural network for the training data by 41.55% and generalization for the test data by 52.63%.

Notation and Abbreviations

- a: neural network output.
- A_r: area of slab longitudinal reinforcement in the effective cross section.
- A_s: cross section area of steel beam.
- b: biases.
- b_c: concrete slab width.
- b_f: flange width of steel beam.
- d: total depth of steel section.
- d_r: distance between the centroid of longitudinal reinforcement and top of concrete slab.
- d_w: web depth of steel beam.
- F: neural network transfer function.
- f_c: compressive strength of concrete cylinder.
- f_sk: yielding stress of slab longitudinal reinforcement.
- f_y: yielding stress of steel section.
- M_c: theoretical moment capacity of composite beam.
- r: correlation coefficient.
- t: target.
- t_c: thickness of concrete slab.
\( t_f \) flange thickness of steel beam.
\( t_w \) web thickness of steel beam.
\( w \) weight factor.
\( X \) neural network input.
\( \alpha \) learning rate.
GDM steepest descent with momentum.
M(\( NN \)) neural network moment capacity of composite beam.
MSE mean square error.
RPROP resilient backpropagation.
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